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Entropy-based improved fuzzy
clustering algorithm for credit rating of

banks

Xiaohui Wang
2

Abstract. When handling clustering problems, fuzzy clustering algorithms divide data in a

�soft� manner. Owing to this feature, fuzzy clustering has been widely applied to many business

scenarios of data mining. However, the initialization of parameters in fuzzy clustering needs to

be optimized. In existing studies, the number of clusters is generally determined empirically. The

advantage of fuzzy clustering algorithms is not fully exploited this way, and their computational

stability is thus questioned. In this study, information entropy is introduced to improve the param-

eter initialization of fuzzy clustering algorithms. By applying the improved algorithm to the credit

rating process of banks, its feasibility and accuracy were validated. The customer rating result of

the improved fuzzy clustering algorithm is in good accordance with the rating given by the bank

based on its business practice.
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1. Introduction

Data mining means to explore and analyze large quantities of data in order to
discover meaningful patterns and rules (Berry and Lino�, 1997). With the higher
and higher demands for data processing in recent years, clustering remains as the key
and fundamental concept and algorithm in data mining and has always been a hot
topic in the area [1], despite the development of various new algorithms. Clustering
algorithms are widely used in a variety of �elds, including business intelligence (BI),
marketing, text analysis, image processing, pattern recognition, and so on. How-
ever, direct application of general clustering algorithms rarely produces satisfying
computation results in many business scenarios. This is also an important reason
for the attention received by the studies of clustering algorithms [2].

General clustering methods are based on classic set theory. The studied samples
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are clearly divided by their properties. Therefore, there are clear boundaries among
the resultant clusters. A common example can be used to elaborate the drawback
of this feature. Assuming that a person is classi�ed as poor, ordinary, or rich based
on his/her income, corresponding to the range of [0, 30k], [30k, 70k], or [70k, 120k].
Although a person making 70k and a person making 120k are both classi�ed as rich,
the big di�erence between them cannot be re�ected [3]. This problem is solved by
the application of fuzzy clustering methods.

Fuzzy clustering has signi�cant advantage in solving �grey� problems with pref-
erences, such as credit evaluation and risk control. Although a large number of data
mining algorithms are available, it is not easy to merge di�erent algorithms. On the
one hand, it is limited to the speci�c business scenario; on the other hand, each algo-
rithm has special requirements on data type. Based on comparative experiments, we
decided to apply information entropy to improve fuzzy clustering. As placecountry-
regionChina's �nancial market continues to grow and improve and the policies for
interest rates continue to loosen, the competition for customer resources has been
growing more intense among banks, small loan companies, investment management
�rms, and other �nancial institutions. The pressure of the bank in the screening of
customer credit rating and risk assessment of loan business gradually increase. The
current economic situation in�uences the credit business; most middle and small
enterprises in placecountry-regionChina urgently need assistance through �nancing
and loans. In the meantime, the increased availability of additional �nancing leads
to greater uncertainty in the credit business. Apparently, the development of out-
standing and stable data mining algorithms is of practical importance.

2. Basic Principles

2.1. Fuzzy clustering

Clustering is the process of distinguishing and classifying items according to cer-
tain requirements and rules in order to re-divide a dataset into several categories,
or clusters. In this process, the data points in a particular cluster should be as
similar as possible, whereas the data points in di�erent clusters should be as dif-
ferent as possible. Conventional clustering analysis methods often rigorously divide
data samples, and each object to be identi�ed is categorized strictly. Such catego-
rization produces obvious boundaries between the clusters. From the perspective
of fuzzy clustering, the degree of membership of an object is either 1 or chmetcn-
vTCSC0NumberType1NegativeFalseHasSpaceTrueSourceValue0UnitNamein0 in such
conventional clustering. However, in reality, this is often not the case: for example,
in analyzing the bank credit business. If customer credit is categorized and classi�ed
by using common clustering algorithms, then a portion of potential customers would
be missed. In addition, the risk of a certain business cannot be correctly evaluated.
Clearly, this is counterintuitive to maximizing the pro�ts of �nancial institutions.
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2.2. FCM algorithm

The Fuzzy C-Means (FCM ) clustering algorithm was proposed by Bezdek in
1973. It is a classi�cation-based clustering algorithm, and the primary premise is
to maximize the similarity among objects in the same cluster while minimizing the
similarity among objects in di�erent clusters[7−9].

Consider a datasetX = {x1, x2, . . . , , xn} , where each sample is composed of s at-
tributes. Fuzzy clustering means dividing samples into c classes. V = {v1, v2, · · · vn}
is c cluster centers. In fuzzy clustering, a sample does not strictly belong to a certain
class, rather a degree of membership is assigned to each sample[7].

Let uik indicate the degree to which the k−th sample belongs to the i−th class:
0 ≤ uik ≤ 1 and

∑c
i=1 uik = 1. The target function is de�ned as J(U, V ) =∑n

k=1

∑c
i=1(uik)

m(dik)
2, where dik = ‖xk − vi‖.

Clearly, J(U, V ) indicates the quadratic sum of the weighted distance between
the samples and the cluster center, and the weight is the m−th power of the degree
of membership of sample xk to the i−th class. By computing the minimum of the
target function, the algorithm can be further detailed as follows:

(1) Prede�ne c, m, and the degree of membership matrix U0, and the number of
iterations l = 0.

(2) Calculate the cluster center V as:

v
(l)
i =

N∑
k=1

(u
(l)
ik )

mxk

/
N∑

k=1

(u
(l)
ik )

m(i = 1, 2, · · · , c), (1 < m).

(3) Update the degree of membership matrix U as

u
(l+1)
ik = 1

/
c∑

j=1

(
dik
djk

)
2

m−1 ∀i,∀k,

where dik = ‖xk − vi‖ is the Euclidean distance from the k−th sequence to the
i−th center.

For given ε > 0, an iterative calculation should be performed to the given initial
value until max{

∣∣ulik − ul−1
ik

∣∣} < ε. If the condition is not met, let l = l + 1, and go
to step (2).

3. Algorithm improvement

3.1. Information entropy-based fuzzy clustering

In 1948, C.E. Shannon introduced the concept of entropy into information theory
for the �rst time. The following equation shows the measurement of the quantity of
information using information entropy[10]:

H(x) = −
r∑

i=1

P (ai) logP (ai)
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where ai indicates the various symbols at the information source end, and H(x)
is the statistical mean of the overall quantity of information at the source.

Generally, the number of clusters c is determined empirically before the compu-
tation; however, the value of c directly in�uences the convergence. The application
of information entropy greatly improves this limitation of fuzzy clustering. A value
range for c is �rst determined[cmin, cmax]. During the iterative computation of the
FCM algorithm, a degree of membership matrix U (c) is produced for each value of
c. Then, the entropy Hc(u) of each matrix is calculated using the information en-
tropy formula, and the c value that generates the smallest entropy value is the �nal
number of clusters.

Furthermore, Hc(u) =
∑n

i=1

∑c
j=1 uij log uij is the total entropy value of a degree

of membership matrix. During the iteration, cmax − cmin entropy values can be
obtained, and the number of clusters corresponding to the smallest entropy value is
the �nal number of clusters.

3.2. Algorithm

The information entropy-based improved fuzzy clustering algorithm is detailed
as follows:

(1)Set a maximum cmax and a minimum cmin number of clusters with a threshold
of ε. The initial c value is set as cmin − 1.

(2)Initialize the parameters of the FCM algorithm: the degree of membership
matrix U (0), l = 0, and c = c+ 1.

(3)Calculate the cluster center V , and update the degree of membership matrix
U , l = l + 1.

(4)Ifmax{
∣∣ulik − ul−1

ik

∣∣} < ε, terminate the algorithm and obtain a cluster number
c. Otherwise, repeat step (3).

(5)Calculate Hc(u), and compare the resulting Hc(u) values from di�erent values
of c, and identify the smallest c value.

(6)If c > cmax, c is the �nal number of clusters. Otherwise, go to step (2).
(7)Using the c value determined by the previous steps, compute the �nal clus-

tering result using the FCM algorithm.

4. Case study

When rating the credit levels of corporations, banks and other �nancial institu-
tions often investigate and collect data concerning the state of business, pro�tability,
assets, and other economic indicators of the corporations. An institution would then
select customers that are of high quality and focus on those customers. A great deal
of attention would be paid to potential customers, whereas the low-quality customers
with higher risks would be sifted out.

In this study, the data of multiple large corporations' business which was col-
lected by a commercial bank in their daily business interactions was used to test
the proposed algorithm. The data consists of 124 records: each is composed of six
attributes, including total asset, sales revenue, total pro�t, net pro�t, asset-liability
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ratio, and credit rating. Each corporation's credit rating was assigned by the bank
based on the customer's state of business in recent years. The following table details
the data

Table 1. Customer data (unit: 10K)

Client ID Total as-
sets

Sales rev-
enue

Total pro�t Net pro�t Asset/liability
rate (%)

Credit
rate

001 55631.00 78732.00 11713.00 8784.00 27.16 5

002 41237.00 194751.00 1689.00 1267.00 53.03 5

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

123 307086.00 239908.00 27639.00 20729.00 40.62 7+

124 111083.00 104032.00 11489.00 8617.00 39.86 9

Based on existing credit ratings of customers, the accuracy of the fuzzy clustering
algorithm can be evaluated. The F-measure was adopted, as shown by the following
equation[11]:

u
(l+1)
ik = 1

/
c∑

j=1

(
dik
djk

)
2

m−1 ∀i,∀k,

where P is the precision, R is the recall rate, and β is the weight to adjust between
precision and recall rate. F-measure is a common evaluation standard used in the
information retrieval �eld to determine retrieval precision. It considers both positive
and negative e�ects during evaluation, thus is gradually introduced into evaluation
of classi�cation methods. By making the parameter β = 1, the most commonly used
F1-measure is applied.

The fuzzy clustering algorithm that has been improved by the introduction of
information entropy, �rst selects a range for the number of clusters: the maximum
number is cmax = 9, and the minimum iscmin = 2. Pre-computation revealed that
when c = 3, the information entropy value is 14.32, which is the smallest. The
following table shows the entropy values of the degree of membership matrices that
result from di�erent c values.

Table 2. Entropy values corresponding to di�erent numbers of clusters

Number of
clusters

2 3 4 5 6 7 8

Information
entropy

16.03 14.32 18.96 25.70 30.91 42.41 50.76

After determining the number of clusters c = 3, the clustering result of the data
sample set can be computed using the FCM algorithm. The following �gure is the
scatter diagram of the data set and the three cluster centers, and it is plotted based
on the �rst two data items: the total assets and sales pro�t.
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Fig. 1. Scatter diagram and cluster centers of the data set (cluster 1: `+', Cluster
2: `o', Cluster 3: `*')

In the data set, the credit rating for each customer ranges from 1 to 9. To
compare the clustering accuracy, the credit ratings were divided into three classes.
Customers with credit ratings of 1 to 4 are classi�ed as low-credit level, those with
credit ratings of 5 to 7 are classi�ed as medium-credit level, and �nally, those with
credit ratings of 8 to 9 are classi�ed as high-credit level. In addition, three values
(3, 6, and 9) were chosen to label the three clustered data sets. This way, after
calculating the expected credit level of each customer and with the aid of the degree
of membership matrix, the clustering result can be evaluated by referencing those
three credit levels.

The following table presents a comparison between the clustering result of a
conventional clustering algorithm and that of the improved clustering algorithm by
using the Purity method.

Table 3. Clustering results of two clustering algorithms

K-means FCM Bank

1�4 15 20 24

5�7 38 44 45

8,9 32 40 55

F1−measure 81.33% 90.26%

As the clustering results demonstrate, the combination of the fuzzy clustering
algorithm and the degree of membership matrix resulted in a credit rating accuracy of
0.9026, which is much higher than the 0.8133 achieved by the conventional clustering
algorithm. The FCM algorithm tends to produce more credit levels of medium during
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classi�cation. For example, customer 018 is classi�ed to the class 1�4 by K-means
algorithm. Using the FCM algorithm, the customer'ss credit rating has degrees of
membership to the three levels of 0.5217, 0.3514, and 0.1269, which leads to a credit
rating of 4.8158. Thus, this customer is classi�ed to medium-credit level, and will be
further developed as an important customer. Apparently, FCM algorithm processes
ratings of such customers from a more realistic perspective than K-means algorithm.

Therefore, a greater number of potential valuable customers (or customers with
risk) can be discovered by referencing the customer credit levels obtained via the
improved fuzzy clustering algorithm. Compared to common clustering algorithms,
the proposed algorithm produces more realistic credit ratings as well as greatly
contributes to the credit business of banks.

5. Conclusions

This paper discusses the possibility of applying information entropy-based im-
proved fuzzy clustering algorithms to the corporate customer credit rating process
of banks. The advantages of using fuzzy clustering to determine credit customer
selection risks were analyzed. Using actual business data from a commercial bank,
the algorithm was validated. Furthermore, analyses demonstrated that the �en-
dogeneity� of the parameter initialization process of the proposed entropy-based
improved fuzzy clustering algorithm makes the algorithm more reasonable and prac-
tical. Meanwhile, the application of fuzzy clustering adds a competitive edge to
banks in the customer selection process. The clustering result is more objective as
it shows the trends of the risk of di�erent businesses.

Admittedly, however, despite that the fuzzy clustering algorithm classi�es cus-
tomers' credit levels more realistically, it tends to produce classi�cations that are
concentrated in the middle, which means the di�erences between credit levels are
reduced. Therefore, some information of important customers may be omitted when
applying this algorithm to customer evaluation process of banks. This disadvantage
of the algorithm shall be optimized and perfected in future studies.
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